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Reading Assignment #15++

Further suggested reading:

• Raihan et al., arXiv, Feb 2019, Modeling Deep Learning Accelerator Enabled GPUs
– https://arxiv.org/abs/1811.08309

– See also GPGPU-SIM: http://www.gpgpu-sim.org/

• CUTLASS 2.8 template library (last update Nov 2021)
– https://developer.nvidia.com/blog/cutlass-linear-algebra-cuda/

– https://github.com/NVIDIA/cutlass

• Register Cache: Caching for Warp-Centric CUDA Programs
– https://developer.nvidia.com/blog/register-cache-warp-cuda/

• cuSPARSE library description in the CUDA SDK

• CUSP library: http://cusplibrary.github.io/

• Incomplete-LU and Cholesky Preconditioned Iterative Methods Using
CUSPARSE and CUBLAS, Maxim Naumov

– https://developer.download.nvidia.com/assets/cuda/files/psts_white_paper_final.pdf
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Global Memory Accesses

• Memory coalescing

• Cached memory access



Compute Capab. 3.x (Kepler, Part 3)
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Global Memory Access

all recent
compute capabilities
(- 8.x)

Beware:

Uncached here means 
not cached in L1

the L2 cache is
always used!















Compute Capab. 3.x (Kepler, Part 4)



Vectorized Memory Access

See   https://devblogs.nvidia.com/cuda-pro-tip-increase-
performance-with-vectorized-memory-access/

SASS
LD.E.64, LD.E.128,
ST.E.64, ST.E.128
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Memory type/access etc. organized using notion of state spaces

PTX State Spaces (1)
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PTX State Spaces (2)
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PTX Cache Operators
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SASS LD/ST Instructions
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Architecture-dep.

Kepler:

(see also LDG.CI etc.)
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Safer with cooperative thread groups!





Now: Use _sync variants / shuffle in cooperative thread groups!



Now: Use _sync variants / shuffle in cooperative thread groups!

















Now: Use cooperative thread groups!





































































































































Thank you.

• NVIDIA


