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Reading Assignment #13 (until Nov 29)

Read (required):

• Programming Massively Parallel Processors book, 3rd edition
Chapter 9 (Parallel patterns – parallel histogram computation)

• Programming Massively Parallel Processors book, 3rd edition
Chapter 13 (CUDA dynamic parallelism)

Read (optional):

• Prefix Sums and Their Applications, Guy Blelloch
https://www.cs.cmu.edu/~guyb/papers/Ble93.pdf
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GPU Reduction

Parallel reduction is a basic parallel programming primitive;

see reduction operation on a stream, e.g., in Brook for GPUs





Helpful fact for counting nodes of full binary trees:
If there are N leaf nodes, there will be N-1 non-leaf nodes
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if you want to fully retire warps, this should actually be:

if ( t < stride ) {
partialSum[ t ] += partialSum[ t + stride ];

} else {
break;

}







Look at CUDA SDK reduction example and slides!





out-of-bounds check missing, see SDK code

be careful that shared variables are declared volatile! see SDK code















And More...

1. On Volta and newer (Ampere, ...),
reduction in shared memory must use
warp synchronization!

2. Last optimization step for parallel reduction:

Do not use shared memory for last 5 steps, but use

warp shuffle instructions
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Thank you.

• Hendrik Lensch, Robert Strzodka

• Mark Harris

• NVIDIA


