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Reading Assignment #11 (until Nov 15)

Read (required):

• Programming Massively Parallel Processors book, 3rd edition

Chapter 5 (Performance Considerations) [was Chap. 6 in 2nd ed.]

• Read

https://en.wikipedia.org/wiki/Stream_processing

Read (optional):

• Linear algebra operators for GPU implementation of numerical algorithms,
Krueger and Westermann, SIGGRAPH 2003

https://dl.acm.org/doi/10.1145/882262.882363

• A Survey of General-Purpose Computation on Graphics Hardware (2007)

https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1467-8659.2007.01012.x







CUDA Memory:

Overview
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Memory and Cache Types

Global memory

• [Device] L2 cache

• [SM] L1 cache (shared mem carved out;  or L1 shared with tex cache)

• [SM/TPC] Texture cache (separate, or shared with L1 cache)

• [SM] Read-only data cache (storage might be same as tex cache)

Shared memory

• [SM] Shareable only between threads in same thread block

Constant memory: Constant (uniform) cache

Unified memory programming: Device/host memory sharing
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Memory Configurations and Types
for Different Compute Capabilities
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Compute Capab. 3.x (Kepler, Part 1)



Compute Capab. 3.x (Kepler, Part 2)



Compute Capab. 3.x (Kepler, Part 3)



Compute Capab. 3.x (Kepler, Part 4)



GK104 SMX

• 192 CUDA cores
(192 = 6 * 32)

• 32 LD/ST units

• 32 SFUs

• 16 texture units

Two dispatch units
per warp scheduler
exploit ILP
(instruction-level parallelism)



GK110 SMX

• 192 CUDA cores
(192 = 6 * 32)

• 64 DP units

• 32 LD/ST units

• 32 SFUs

• 16 texture units

New read-only
data cache (48KB)



Compute Capab. 5.x (Maxwell, Part 1)
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Compute Capab. 5.x (Maxwell, Part 2)
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Maxwell (GM) Architecture

Multiprocessor: SMM

• 128 CUDA cores

• 4 DP units

4 partitions inside SMM

• 32 CUDA cores each

• 8 LD/ST units each

• Each has its own warp scheduler,
two dispatch units, register file

Shared memory and L1 cache now
separate!

• L1 cache shares with texture cache

• Shared memory is its own space



Compute Capab. 6.x (Pascal, Part 1)
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Compute Capab. 6.x (Pascal, Part 2)
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NVIDIA Pascal SM

Multiprocessor: SM

• 64 CUDA cores

• 32 DP units

2 partitions inside SM

• 32 CUDA cores each; 16 DP units each; 8 LD/ST units each

• Each has its own warp scheduler, two dispatch units, register file



Compute Capab. 7.x (Volta/Turing, Part 1)
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Compute Capab. 7.x (Volta/Turing, Part 2)
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Compute Capab. 7.x (Volta/Turing, Part 3)
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Compute Capab. 7.x (Volta/Turing, Part 4)



Compute Capab. 7.x (Volta/Turing, Part 5)



NVIDIA Volta SM

Multiprocessor: SM

• 64 FP32 + INT32 cores

• 32 FP64 cores

• 8 tensor cores
(FP16/FP32 mixed-precision)

4 partitions inside SM

• 16 FP32 + INT32 cores each

• 8 FP64 cores each

• 8 LD/ST units each

• 2 tensor cores each

• Each has: warp scheduler,
dispatch unit, register file



NVIDIA Turing SM

Multiprocessor: SM

• 64 FP32 + INT32 cores

• 2 (!) FP64 cores

• 8 Turing tensor cores
(FP16/32, INT4/8 mixed-precision)

• 1 RT (ray tracing) core

4 partitions inside SM

• 16 FP32 + INT32 cores each

• 4 LD/ST units each

• 2 Turing tensor cores each

• Each has: warp scheduler,
dispatch unit, 16K register file



Compute Capab. 8.x (Ampere, Part 1)

Markus Hadwiger, KAUST 28



Compute Capab. 8.x (Ampere, Part 2)
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Compute Capab. 8.x (Ampere, Part 3)
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NVIDIA GA100 SM

Multiprocessor: SM

• 64 FP32 + 64 INT32 cores

• 32 FP64 cores

• 4 3rd gen tensor cores

• 1 2nd gen RT (ray tracing) core

4 partitions inside SM

• 16 FP32 + 16 INT32 cores

• 8 FP64 cores

• 8 LD/ST units each

• 1 3rd gen tensor core each

• Each has: warp scheduler,
dispatch unit, 16K register file



NVIDIA GA10x SM

Multiprocessor: SM

• 128 (64+64) FP32 + 64 INT32 cores

• 2 (!) FP64 cores

• 4 3rd gen tensor cores

• 1 2nd gen RT (ray tracing) core

4 partitions inside SM

• 16+16 FP32 + 16 INT32 cores

• 4 LD/ST units each

• 1 3rd gen tensor core each

• Each has: warp scheduler,
dispatch unit, 16K register file



Thank you.


