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Reading Assignment #14 (until Dec 7)

Read (required):

• Warp Shuffle Functions

– CUDA Programming Guide 11.1, Appendix B.21

• CUDA Cooperative Groups (Volta + Turing)
– https://devblogs.nvidia.com/cooperative-groups/

– CUDA Programming Guide 11.1, Appendix C

• Programming Tensor Cores
– https://devblogs.nvidia.com/programming-tensor-cores-cuda-9/

– CUDA Programming Guide 11.1, Appendix B.23

Read (optional):

• CUDA Warp-Level Primitives
– https://developer.nvidia.com/blog/using-cuda-warp-level-primitives/

• Warp-aggregated atomics
– https://devblogs.nvidia.com/

cuda-pro-tip-optimized-filtering-warp-aggregated-atomics/
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Quiz #4: Dec 9

Organization

• First 30 min of lecture

• No material (book, notes, ...) allowed

Content of questions

• Lectures (both actual lectures and slides)

• Reading assigments

• Programming assignments (algorithms, methods)

• Solve short practical examples



Semester Project Presentation Event(s)

Sunday/Monday, Dec 13/14

tbd
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32 for full warps!

32-thread full warp!



Use Padding to Reduce Conflicts















Safer with cooperative thread groups!





Now: Use _sync variants / shuffle in cooperative thread groups!



Now: Use _sync variants / shuffle in cooperative thread groups!

















Now: Use cooperative thread groups!























Thank you.

• Hendrik Lensch, Robert Strzodka

• NVIDIA


